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Abstract. The objectives for high precision astrometry on ELTs will be challenging, with requirements in the range from 10 to 50 micro-arc-seconds for some instruments and science cases. Reducing and correctly calibrating the systematic and quasi-static errors introduced by optical surface distortions will be an important part of meeting these goals. In a recently submitted paper, we described an analytical Fourier domain model for evaluating these effects as the sum of three terms: (i) under-sampling errors, due to measuring the effects of static surface distortions using a finite number of discrete reference sources; (ii) unknown beam wander across the static surface distortions due to line-of-sight jitter or boresighting errors, and (iii) quasi-static errors due to slowly varying surface distortions. In this paper, we apply these methods to evaluating this term in the astrometry error budgets for the TMT Infrared Imaging Spectrograph (IRIS) and the facility AO system, NFIRAOS. The inputs to this exercise include the original top-down allocations for this error term, the IRIS and NFIRAOS optical system designs, the original optical surface specifications as derived earlier on the basis of wavefront error requirements, our assessment of the feasible density and positioning accuracy for an array of calibration sources, and the expected beam wander due to tip/tilt jitter and boresighting errors between NFIRAOS and IRIS. The astrometry error initially computed for NFIRAOS was considerably larger than the top-down allocation due to the contributions from the system’s double-pane entrance window, which is close to the system’s input focal plane. The error can be reduced to fall within the allocation by defining tighter, but still feasible, specifications for these elements. The astrometry errors computed for two different optical design options for IRIS are significantly different, and depend upon the proximity of the first IRIS fold mirror to the intermediate focal plane located between NFIRAOS and IRIS.

1 Introduction

A recent paper [1] has developed a set of engineering formulas for estimating the astrometry, or image distortion, errors resulting from optical surface aberrations in science instruments and their associated adaptive optics (AO) systems. The formulas are based upon a simplified Fourier domain model, with the aberrations on each optical surface modeled as statistically stationary “phase screens” located at one or several conjugate ranges from the optical system pupil. Starting with such assumptions, the formulas obtained are consequently somewhat similar to analytical models for the effects of tip/tilt anisoplanatism in AO, and are sufficiently simple to use for
developing error budgets and setting optical surface requirements for science instruments and AO systems.

In this study, we apply these results to estimate the expected impact of static optical surface aberrations on astrometric accuracy for the Thirty Meter Telescope (TMT) first light instrument IRIS [2] and its associated AO system NFIRAOS [3]. The analysis is based upon the current (as of May 2013) optical designs for these systems and the optical surface error specifications previously derived from top-level system requirements on the allowable RMS wavefront error. For both systems, we find that optical surfaces located close to intermediate focal planes can be a significant source of image distortion errors unless (i) their optical surface aberrations are reduced to a few nm RMS, which approaches the requirements of high contrast imaging systems, and/or (ii) the image distortion effects can be accurately calibrated using a dense array of stable reference sources. In the case of NFIRAOS, the wavefront quality requirements for a double-pane entrance window located relatively close to the TMT focal plane are on the order of 3-5 nm RMS in order to achieve image distortion errors (after calibration) at the desired level of 5 µ arc sec. For one IRIS optical design option, the requirements on wavefront quality for a pair of input fold mirrors are similar, even if a very dense array of reference sources (possibly 30 × 30 or 60 × 60 sources across a 15 arc sec field of view) is utilized for calibration.

The rest of the paper is organized as follows. Section 2 is a brief summary of the main elements of the Fourier domain model used for computing the image distortion errors due to optical surface aberrations. Section 3 presents the optical designs for the NFIRAOS and IRIS systems, at least as envisaged in May 2013 at the time of the AO4ELT3 conference. Section 4 presents results obtained for the image distortion calibration errors due to static optical surface aberrations. Section 5 is a brief conclusion with some recommendations for future work.

2 Outline of the Fourier domain model

As stated previously, we have used first order, geometric optics to model the focal plane image distortions due to optical surface aberrations. These aberrations on each optical element are assumed to be random with shift-invariant statistics, or in other words defined in terms of a power spectral density (PSD) in the spatial frequency domain. Each of these optical surface aberrations is treated as a “phase screen” conjugate to some range from the telescope entrance pupil, and the overall wavefront error due to the combined effects of all the optical surfaces is just the sum of the contributions at each surface. Lastly, the resulting image distortion at each field point is computed as the RMS best-fit tilt to this overall wavefront profile. Using the above model, the RMS image distortion due to optical surface aberration in a single observation of the science field can be developed using Fourier domain techniques.¹

Fig. 1 illustrates how the image distortion errors in a single observation determine either absolute or differential astrometry errors after initial calibration and post-processing of one or several images. The effects of static optical surface aberrations may be calibrated using either a grid of artificial reference sources or on-sky observations of dense star fields, but these methods cannot account for the image distortions beyond the Nyquist frequency of the reference source grid. Additional sources of image distortion include quasi-static wavefront errors which occur between the calibration measurements and the science exposures, or boresight (alignment) errors which cause beams to translate across the optical surfaces. These time-varying errors may

¹ Other simplifying assumptions used to develop the model include (i) a circular, unobscured telescope aperture, (ii) a circular field of view, and (iii) circularly symmetric PSDs for the optical surface errors.
be calibrated using field stars with accurately known coordinates within the science field. For
differential astrometry the effect of truly static aberrations will cancel out, but the effects of
time-varying wavefront errors in multiple observations must still be accounted for.

**Fig. 1.** Observing sequence model for determining image distortion from optical surface errors

For completeness, the principal formulas derived in [1] to evaluate these image distortion
errors are as follows:

- **Quasi-static optical surface aberrations:**

\[
\sigma_i^2 = \left( \frac{\lambda}{D} \right)^2 \left( \frac{2}{\pi} \right)^2 \int_{\nu} d\nu \Phi_i(\nu) \left| \frac{4J_2(\pi D\nu)}{\pi D\nu} \right|^2 \left[ 1 - \sum_{m=0}^{M} \left( m + 1 \right)J_{m+1}(2\pi \rho h_i \nu) \right]^2.
\]

- **Deterministic beam translation across surfaces:**

\[
\sigma_i^2 = \left( \frac{\lambda}{D} \right)^2 \left( \frac{2}{\pi} \right)^2 \int_{\nu} d\nu \Phi_i(\nu) \left| \frac{4J_2(\pi D\nu)}{\pi D\nu} \right|^2 \left[ 2 - 2J_0(2\pi \rho h_i \delta \nu) \right] \times \left[ 1 - \sum_{m=0}^{M} \left( m + 1 \right)J_{m+1}(2\pi \rho h_i \nu) \right]^2.
\]

- **Imperfect calibration of static surface aberrations:**

\[
\sigma_i^2 = 2\left( \frac{\lambda}{D} \right)^2 \left( \frac{2}{\pi} \right)^2 \int_{\nu} \int_{|\nu|>2h_i d^{-1}} d\nu d\nu \Phi_i(\nu) \left| \frac{4J_2(\pi D\nu)}{\pi D\nu} \right|^2.
\]

Here \( \sigma_i^2 \) is the one-axis RMS image distortion due to optical surface errors on surface number
\( i \), \( \lambda \) is the observation wavelength, and \( D \) is the telescope aperture diameter. \( \Phi_i \) is the PSD
describing the wavefront (not surface) aberration on surface number \( i \), and \( \nu \) is a two-dimensional
spatial frequency variable. In Eq. (3), the conjugate range of surface number \( i \) is denoted \( h_i \), and \( d \) is the angular spacing of the grid of artificial calibration sources. In Eq. (2), \( \delta \) is the magnitude
of the angular alignment error introducing the beam translation. In Eq.'s (1) and (2), \( M \) is the
order of the image distortion modes calibrated using field stars (\( M = 0 \) for overall tip/tilt, \( M = 1 \)
for plate scale, etc.), and \( \rho \) is the radius of the circular field-of-view.
3 NFIRAOS and IRIS optical systems

Fig. 2 illustrates the optical design of the NFIRAOS science path as of May, 2013, together with the 3-mirror TMT. The science path optics include a double-pane entrance window, a total of 4 off-axis parabolas, two deformable mirrors (DMs) optically conjugate to ranges of 0.0 and 11.2 km from the TMT primary mirror, M1, and the “science beamsplitter” which reflects visible light ($\lambda \leq 0.8 \mu m$) to the NFIRAOS wavefront sensors. The optical surface nearest to focus is evidently the double-pane entrance window.

For this analysis, we originally assumed the same wavefront specifications derived for each surface from the NFIRAOS on- and off-axis wavefront quality requirements. These specifications are consistently close to 25 nm RMS for each optical element (including both of the entrance windows), with a 2-dimensional spatial PSD proportional to $\kappa^{-p}$ where $p = 2.5$.\(^2\) The results in Sec. 4 below demonstrate that these requirements are too loose for the entrance windows, which are now specified (after vendor discussions) to have a tighter requirement of only 3 nm RMS with the same power law.

Fig. 2. NFIRAOS and TMT optical designs (as of May, 2013)

Fig. 3 illustrates one of two options currently under consideration for the IRIS imaging channel. Both options include essentially the same refractive collimating optics, a collimated space for filters and a cold stop, and a reflective three mirror anastigmatic (TMA) camera. The illustrated design option also includes a pair of fold mirrors immediately following the input focal plane. This configuration permits the IRIS imaging channel to be duplicated within the IRIS dewar, thereby doubling the total imager field of view. This improvement must be weighted against the placement of the fold mirrors close to focus, which will complicate the calibration of the image distortion due to these surfaces.\(^3\)

For this analysis, we have assumed a $\lambda/20$ peak-to-valley surface aberration on each optical element in IRIS, corresponding to an RMS wavefront error of $xxx$ nm. Higher quality optics are consequently one option to reduce the image distortion errors estimated in Sec. 4 below.

\(^2\) The RMS wavefront error is specified within the entire clear aperture of the optic, with tip, tilt and focus removed.

\(^3\) It should be noted that the optical design for the a single imaging channel also includes two fold mirrors. They are located following the entrance window to the IRIS dewar, at a somewhat greater distance from the input focal plane.
4 Image distortion calibration errors due to static optical surface aberrations

4.1 NFIRAOS

Fig. 4 illustrates the image distortion calibration errors predicted due to optical surface aberrations in NFIRAOS as a function of the density assumed for the reference source grid. Results are presented for both the original optical surface specifications (solid line), and tightened specifications for the double-pane entrance window (dashed). It can be seen that tightening these tolerances has reduced the image distortion error by roughly a factor of four for a given reference source spacing, or alternatively has relaxed the source spacing required for a given image distortion error by roughly a factor of 2.5. For example, the reference source spacing required for an image distortion error of 5 μarc sec RMS is about 2 (or 5) arc sec for the original (or revised) tolerances on the dual pane input window.

Fig. 5 plots the cumulative RMS image distortion calibration error as a function of the number of NFIRAOS optical surfaces considered. The surfaces errors are summed from the least-to-most sensitive surface, and a reference source spacing of 5 μarc sec on the sky is assumed. The large majority of the image distortion error calibration was originally contributed by the two most sensitive optical elements, which are the entrance windows. Tightening the wavefront quality specifications for these two optics from 25 to 3 nm RMS reduces the end-to-end image distortion error from about 30 to 5 μarc sec for this reference spacing.

4.2 IRIS

Fig. 6 illustrates the RMS image distortion calibration error due the IRIS optics as a function of reference source spacing. The calibration errors for the dual-channel design are considerably larger on account of the location of the fold mirrors, and the reference source spacing must be reduced by approximately a factor of four to match the image distortion error for the single-channel design. Even with the single-channel design, a source spacing of 0.8–1.0 arc sec is required to achieve a distortion calibration error in the range of 5–8 μarc sec.
Fig. 4. Image distortion calibration error due to NFIRAOS optical surface aberrations vs. reference source spacing

Fig. 5. Cumulative contribution of image distortion calibration errors by optical surfaces in NFIRAOS for a 5 arc sec reference source spacing

Fig. 7 plots the cumulative image distortion calibration error for a reference source spacing of 1 arc sec as a function of the number of surfaces included, again beginning with the surfaces with the smallest contributions. The significance of the errors contributed by the pair of fold mirrors in the dual imager design is apparent.

5 Conclusion

We have applied a Fourier domain model for evaluating the image distortion calibration errors due to static optical surface aberrations to the particular case of the TMT science instrument
Fig. 6. Image distortion calibration error due to IRIS optical surface aberrations vs. reference source spacing

Fig. 7. Cumulative contribution of image distortion calibration errors by optical surfaces in IRIS for a 1 arc sec reference source spacing

IRIS and facility AO system NFIRAOS. Similar calculations (not reported here due to space limitations) have investigated the differential image distortions resulting from quasi-static surface aberrations on deformable mirrors [4] and beam wander across optics due to alignment errors. These results begin to quantify the contributions of optical surface aberrations to the overall astrometry error budget [5]. In particular, the results in this paper highlight the particular significance of aberrations on optical surfaces located close to intermediate focal planes, in much the same way as atmospheric turbulence at high altitude has a disproportionate impact upon the isoplanatic angle of an adaptive optics system. A high density of reference sources is needed to calibrate the effects of these surfaces. Of course, the required number of reference sources
can be reduced by improving the surface quality of these optics. In some cases, the resulting requirements may be similar to the specifications found in high contrast imaging systems.

The results presented here are based upon a first-order Fourier model, and it is easy to identify a variety of possible refinements to the theory used and the parameters which have been assumed. Some of these include

- The optical surface PSDs for high precision optical surfaces with RMS wavefront errors of a few nm or less;
- How to characterize the impact of edge rolloff, mount print-through, and other surface errors which are not spatially stationary and consequently not accurately modeled by a spatial PSD;
- More sophisticated models for the image distortion calibration error (e.g., something beyond a simple spatial cutoff frequency), and how it depends upon the characteristics of the reference source grid. It may not be possible to specify or even measure the absolute positions of the reference sources to the level of a few micro arcseconds (on the sky), in which case calibration algorithms must be based upon differential position measurements. A model for on-sky calibration techniques using (for example) open star clusters is also required.

These topics will be investigated further as the development of observing methods, and the derived design requirements, for high precision astrometry with IRIS and NFIRAOS proceeds.
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